
PLAKSHA HAPPINESS INDEX
MLPR PROJECT

Shaurya Sighadia
Suhani Jain

a a j  k h u s h  t o h  b o h o t  h o g e  t u m . . . s h a y a d



THE PROBLEM

Bob is full of energy 

Bob has a zeal for life 

Bob is happy and motivated 

Bob is at the top of his class 

Bob has good focus 

Bob is living 

SEM I



THE PROBLEM

Increased stress 
Mental Exhaustion 
Decreased focus and motivation
Pressure of failure
Low Happiness quotient

SEM V



THE
PROBLEM

True Students at Plaksha facing
the same problems causing

increased mental stress 



THE
PROBLEM

The frequency of depression,
anxiety and stress among
university students was found
75%, 88.4% and 84.4% respectively.

Source

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7372668/#:~:text=M%3D19.02%20respectively.-,The%20frequency%20of%20depression%2C%20anxiety%20and%20stress%20among%20university%20students,and%20extremely%20severe%20(8.6%25).


THE
PROBLEM

More than 34 students in
India attempt suicide every
day due to academic
stress.

Source

https://ncrb.gov.in/uploads/nationalcrimerecordsbureau/post/1695990327ADSI2020FullReport.pdf


THE
PROBLEM

According to the 2022 World  
Happiness Report, India is in
the 136th position among 146
countries

1

146

136

Finland

India

:)
:(

Source

https://worldhappiness.report/ed/2022/


MOTIVATION

There is a direct correlation
between student happiness
and academic achievement



MOTIVATION

A happy student has better
memory, retention and focus
than an unhappy student



Create the Plaksha Happiness Index (PHI) and identify the
factors that contribute most towards happiness at Plaksha,
using insights to provide relevant recommendations to the

administration to improve student life.

OURGOAL

happiness 



PLAKSHA 
HAPPINESS INDEX

Conduct Sentiment
analysis on Student
WhatsApp group
chats to determine
month-wise
happiness levels
from 2021-2023.

01. 02. 03. 04.Identify and collect
data on features
that could
potentially affect
student happiness
levels.

Understand which
features affect
happiness using
Machine Learning
techniques.

Suggest policy
implications and
recommendations
to Plaksha faculty &
executives to
improve campus
happiness :) 



LITERATURE
REVIEW



Current State of HINGLISH text Sentiment Analysis
- Varsha Thakur, Roshani Sahu, Somya Omer

AIM/METHODOLOGY

Reviewed the recent

developments in sentiment

analysis from both English &

Hinglish text

Presented different problems

related to sentiment analysis of

Hinglish text, and to explored

various classification models and

feature extraction techniques

used in this area.

Analyzed the validity of various

classification procedures .

INFERENCES



Text Processing: This stage includes several sub-steps:

Tokenization: Breaking down sentences into individual words,

phrases

Stop Words Removal: Eliminating useless words

Feature Extraction: Transforming text into a representation that

makes the important textual content available for evaluation.

Common methods include unigrams, bigrams, n-grams, term

frequency, TF-IDF, POS tagging, and handling negation.

Feature Selection: Automatically or manually selecting features

that contribute to the predictor of interest, such as variable

selection attributes​

Current State of HINGLISH text Sentiment Analysis
- Varsha Thakur, Roshani Sahu, Somya Omer

INFERENCES



Utilizing Machine Learning to Predict Happiness Index
- Lexin You

AIM/METHODOLOGY

Analyzed what factors are

responsible for happiness and

used this to predict the

happiness level of others.

Collected survey data of 10,000

Chinese adults on 140 features.

ML Models used: Linear Models,

Decision Trees, Random Forest,

Gradient Boosting (bagging &

boosting).

INFERENCES
Decision Trees were ineffective

Linear Models were useful after applying Lasso regression in fitting results 

Random Forest & Gradient Boosting models had good accuracy and high

R^2 value and were able to rank the features 

LIMITATIONS
Decision Trees were ineffective

Linear Models were useful after applying Lasso regression in fitting results 

Random Forest & Gradient Boosting models had good accuracy and high

R^2 value and were able to rank the features 



PAATHSHAALA: Platform for Assessing and Advancing the Happiness Index of
Schools and Assisting Learner’s Ambitions 
- Tushar Sarkara , Disha Shaha 

AIM/METHODOLOGY LIMITATIONS INFERENCE
Created a model by formulating a

parameterized mathematical

evaluation criteria that calculates

the HI of students and ranks

schools accordingly in India.

Data: Surveyed students, teachers

& govt officials, questions related

to course level, cleanliness,

activities, mental health & parent

feedback.

Sentiment analysis using Latent

Dirichlet Allocation (LDA)/Bert on

subjective feedback.

Factors were assigned different

weights based on empirical

knowledge which could cause

bias.

The study has been done for

school students of varied age

groups and all features might

not be relevant for university

students.

Subjective and objective

questions can be asked to

students as well as faculty and

executives to assess which

features are important.

Feature Identification: We can

use features like exam load,

health etc. used in this study 



A Study of the Happiness of Chinese University Students and Its Influencing Factors -
A Case Study of Beijing Universities. Liang, Chenchen & Sun, Jingdong

A Study on Happiness and Related Factors Among Indian College Students.
Chakraborty, B., Maji, S., Sen, A. et al.

An Empirical Study on Sentiment Analysis of Student Happiness Index via Twitter.
Zalikha Zulkifli, Mohamed Imran Mohamed Ariff

Analysis of World Happiness Report Dataset Using Machine Learning Approaches.
Moaiad Ahmad Khder, Mohammad Adnan Sayfi



DATA
We collected data from various Plaksha teams like Student Life, Admin, Office of
Research, Office of Academics.
We made sure that we had all the prerequisite permissions.
We ensured that all the data was anonymised.
Some data was collected from open-source online resources.
Most of the data had to be formatted according to our specific needs once we
received it in raw form.



DATA

Data Collection/Preprocessing01.

Lounge

Lockdown

Music room

Dance room

Gym

Exams

Dummy Variables Numeric Data 

SL events

Holidays

Sports

AQI

Weather

Humidity

Campus

Strength

Gender ratio

Library 

Healthcare 

Maintenance 

Mess

> 20 Features
Collected

Monthly Data from December 2021 -
October 2023.
WhatsApp chat data was collected.
Dummy Variables show presence or
absence for the majority of that month 
SL events, holidays, sports are number
of occurrences in that month 
library & healthcare show fraction of
students issuing books and falling ill.
All numeric values are scaled



What the data looks like: Features 02.

DATA



What the data looks like: WhatsApp02.

DATA



Survey04.

Establishing student perception 

Ground Truth

93 responses 

Main Features for Happiness 

Holidays (4.01)

No Exams (3.86)

Good Health (3.72)

Favourable Weather (3.61)

DATA



 ML METHODOLOGY
Performed Sentiment Analysis on Plaksha
Bulletin WhatsApp chat.
Anonymised Senders.
Removed irrelevant messages that could
potentially bias results.
Removed english and

       hinglish stopwords.
Used a pre-trained model

       that uses Bert to perform 
       hinglish sentiment analysis.

Computed a sentiment 
       score for each month.



MODELS USED

 ML  METHODOLOGY
Random Forests (Bagging):

Provide high predictive accuracy by reducing overfitting.
Handle both categorical and continuous data.
Automatically select important features.

Gradient Boosting (Boosting):
High Predictive Accuracy
Sequential Learning: It focuses on correcting errors made by previous
models
Feature Importance: It can provide feature importance scores

XGBoost:
It is a specialized and highly optimized implementation of gradient
boosting that is known for its speed, efficiency, and strong performance. 



RESULTS
Random Forest 

Most Important Features:
Favourable Weather :  0.467387 
Issuing Library books: 0.124681
Holidays: 0.067196
Sports Activities: 0.032735



RESULTS
Gradient Boosting 

Most Important Features:
Favourable Weather :  6.367133e-01
Issuing Library books: 1.471076e-01
Good Health: 1.564145e-02
Holidays: 6.639693e-03



RESULTS
XGBoosting 

Most Important Features:
Favourable Weather :  0.679726
Issuing Library books: 0.149499
Sports events: 0.011939
Lounge: 0.011573



RESULTS

Similar values for Mean Absolute Error,
Mean Squared Error & Root Mean Squared
Error for all 3 models 

Most Important Features from MODEL
Favourable Weather 
Issuing Library Books
Good Health 
Sports Events
Holidays 

Most Important Features from SURVEY
Holidays (4.01)
No Exams (3.86)
Good Health (3.72)
Favourable Weather (3.61)



IMPLICATIONS 
Campus Infrastructure and Facilities: Consider investing in climate-controlled facilities or shaded areas to

mitigate the impact of adverse weather conditions and create comfortable study and leisure spaces for students.

Library Services: Ensure an efficient and well-stocked library with a seamless book issuing process to support

students' academic pursuits and research.

Health and Wellness Services: Prioritize student health and wellness programs, including mental health services,

access to healthcare, and fitness facilities to promote good health among students and staff.

Sports and Recreational Facilities: Develop and maintain sports infrastructure, organize regular sports events,

and encourage participation in physical activities to promote a healthy and active lifestyle.

Academic Calendar Planning: Consider the impact of holidays and academic schedules on students' well-being

and academic performance. Balance the academic workload and provide sufficient breaks.

Student Engagement: Create opportunities for students to engage in extracurricular activities, including sports,

cultural events, and clubs, to enhance their overall satisfaction and well-being.



CHALLENGES/LIMITATIONS
Limited and Incomplete Data: Plaksha data spans only two years, which may not provide a comprehensive

understanding of long-term trends or patterns. Some data is incomplete, which can affect the accuracy.

Use of WhatsApp Chats: WhatsApp messages can be informal, context-dependent, and contain slangs, or

abbreviations that make sentiment analysis challenging. Exploring alternative data sources, such as surveys,

interviews, or structured feedback forms, could provide more reliable sentiment data.

Missing Data on Important Factors: The absence of crucial data elements, such as mess data (information

related to food services) and complaints data, limits the comprehensiveness of the analysis. 

Inability to Perform Neural Networks: Due to the limited dataset, it may not be feasible to implement more

complex machine learning models, such as Neural Networks

Bias in Data due to Changing Student Population: Over time, the student population at Plaksha has changed with

new cohorts of students joining. This can lead to bias in the data, as the experiences and sentiments of newer

students may differ from those of earlier cohorts. 



THANK YOU


